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Abstract

General Background: The rapid adoption of artificial intelligence in smart tourism has increased the
use of contextual chatbots to deliver destination information efficiently. Specific Background:
However, tourism chatbots based on Large Language Models frequently encounter information
hallucination, reducing reliability when handling dynamic and local tourism data. Knowledge Gap:
Existing studies mainly focus on rule-based or single-model chatbot implementations and provide
limited comparative evaluation of Retrieval Augmented Generation configurations combining
embedding models and Large Language Models. Aims: This study aims to comparatively evaluate
multiple Retrieval Augmented Generation configurations to identify the most suitable combination for
contextual tourism chatbots and to analyze differences between large multilingual and small
monolingual embedding models using a local tourism dataset. Results: Experimental evaluation using
data from 49 tourist destinations in Banyumas Regency shows that the Multilingual-E5-Large
embedding model consistently achieves perfect Precision, Recall, and F1-Score across all tested Large
Language Models. The combination of Multilingual-E5-Large and GPT-4.1-Mini demonstrates the
most balanced performance, achieving a BERTScore F1 of 0.7515 with an average response time of
1.555 seconds. Novelty: This research provides a systematic comparative assessment of embedding
capacity and Large Language Model selection within a unified Retrieval Augmented Generation
framework for tourism chatbots. Implications: The findings offer practical guidance for selecting
model configurations that ensure accurate retrieval, high-quality responses, and efficient system
performance in contextual tourism information services.

Highlights
e Multilingual embedding models deliver consistently higher retrieval accuracy across all tested
configurations
e GPT-4.1-Mini produces the most balanced generative quality and response latency
« Embedding model selection plays a more decisive role than language model variation

Keywords

Retrieval Augmented Generation; Tourism Chatbot; Large Language Model; Embedding Model;
Comparative Evaluation
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I. Pendahuluan

Digitalisasi pariwisata semakin meluas seiring dengan perkembangan teknologi informasi yang menjadi bagian tak
terpisahkan dari tren modern. Penerapan teknologi dalam sektor ini terbukti meningkatkan efisiensi pengelolaan,
memperkuat daya saing, serta berkontribusi terhadap pertumbuhan ekonomi nasional [1]. Strategi seperti digital marketing
dan experiential marketing turut berperan penting dalam membangun kepuasan serta loyalitas pengguna, menjadikannya
elemen kunci dalam penguatan daya saing industri pariwisata [2].

Sektor smart tourism didorong oleh kebutuhan wisatawan modern yang semakin terhubung dan menuntut. Mereka tidak
hanya mencari pengalaman, tetapi juga layanan yang sangat personal, responsif, dan nyaman [3]. Pemanfaatan teknologi
modern menjadi keharusan agar sektor ini terus tumbuh secara kuat dan adaptif terhadap dinamika global [4].
Perkembangan chatbot dalam industri pariwisata sangat pesat dalam beberapa tahun terakhir, khususnya dengan adopsi
teknologi AI generatif dan integrasi chatbot dalam berbagai layanan destinasi wisata, agen perjalanan, dan platform digital
pariwisata [5]. Chatbot merupakan program perangkat lunak yang memanfaatkan teknologi natural language processing dan
machine learning [6].

Perkembangan teknologi kecerdasan buatan mendorong lahirnya pendekatan Retrieval Augmented Generation, yaitu
arsitektur yang menggabungkan proses pencarian informasi dan generasi teks dalam satu sistem. Penelitian ini mengadopsi
pendekatan Retrieval Augmented Generation untuk mengatasi keterbatasan model bahasa konvensional yang bergantung
sepenuhnya pada data pelatihan. Berbeda dengan model standar, RAG memungkinkan chatbot mengakses basis pengetahuan
eksternal untuk menelusuri informasi terkini sebelum menghasilkan respons. Hasil pengujian menunjukkan bahwa integrasi
ini secara signifikan meningkatkan relevansi dan akurasi informasi yang disajikan. Oleh karena itu, pendekatan Retrieval
Augmented Generation dinilai lebih sesuai untuk pengelolaan informasi yang bersifat dinamis, khususnya pada konteks
panduan wisata. [7].

Pendekatan ini juga menunjukkan efektivitas dalam mengurangi fenomena hallucination atau kesalahan informasi yang
umum terjadi pada model generatif murni, karena Retrieval Augmented Generation mengacu langsung pada sumber data
valid sebelum menghasilkan jawaban [8].

Integrasi Retrieval Augmented Generation dengan ChatGPT efektif dalam mengurangi potensi halusinasi model. Sistem
menyediakan konteks yang relevan melalui pemanfaatan data FAQ serta penerapan instruksi pembatas, seperti “jawablah
hanya berdasarkan informasi yang tersedia”. Selain itu, penggunaan konteks hasil pencarian dan riwayat percakapan
membantu menjaga konsistensi respons chatbot agar tetap sesuai dengan sumber informasi. Strategi tersebut menjadikan
Retrieval Augmented Generation dan ChatGPT lebih andal dalam menghasilkan jawaban yang kredibel dan kontekstual,
terutama pada layanan chatbot interaktif yang membutuhkan akurasi tinggi dalam penyajian informasi [9].

Beberapa penelitian mulai mengarah pada pengembangan layanan berbasis chatbot untuk sektor pariwisata. Chatbot
informasi wisata interaktif di Tangerang Selatan menggunakan framework Rasa, yang menunjukkan efektivitas membantu
wisatawan memperoleh informasi destinasi secara cepat dan efisien Meskipun Penelitian tersebut berhasil menghadirkan
chatbot wisata berbasis Rasa, pendekatan ini masih terbatas pada pola percakapan tertentu [10]. Untuk menghasilkan
jawaban yang lebih dinamis dan relevan, diperlukan pendekatan yang lebih canggih, dan dapat memberikan jawaban yang
kontekstual dan selalu diperbarui [7]. Retrieval Augmented Generation sudah terbukti bermanfaat [11]. Sistem Retrieval
Augmented Generation terdiri atas dua komponen utama, yaitu model embedding yang berfungsi mengonversi teks menjadi
representasi vektor untuk proses pencarian konteks , dan Large Language Model yang berperan menghasilkan respons
berdasarkan konteks yang ditemukan [12], [13].

Pemilihan komponen pada arsitektur Retrieval Augmented Generation merupakan aspek penting yang menentukan performa
keseluruhan sistem. Arsitektur ini terdiri atas dua elemen utama, yakni model embedding dan Large Language Model , di
mana masing-masing varian memiliki karakteristik dan keunggulan tersendiri. Model embedding berbeda dalam hal
kapasitas dan orientasi bahasanya, beberapa dikembangkan untuk efisiensi dengan ukuran kecil, penggunaan umum,
maupun kinerja tinggi, serta ada pula yang dioptimalkan untuk penggunaan multibahasa atau bahasa tertentu seperti bahasa
Inggris. Sementara itu, setiap Large Language Model menunjukkan variasi kemampuan dalam penalaran, retensi konteks,
serta kelancaran respons [14], [15].

Penelitian lain mengungkap bahwa meskipun model bahasa besar dengan miliaran parameter mampu mencapai performa
unggul pada sejumlah tugas dan subset bahasa, model publik dengan hasil terbaik justru adalah multilingual-e5-large-
instruct yang hanya berjumlah 560 juta parameter. Untuk meningkatkan efisiensi komputasi dan aksesibilitas,
dikembangkan metode downsampling berbasis korelasi antar-tugas yang menjaga keberagaman data tanpa mengubah
peringkat performa antar-model. Dengan dilakukan optimasi pada tugas retrieval melalui penambahan hard negatives
sehingga diperoleh dataset yang lebih ringkas namun tetap efektif. Pendekatan ini menghasilkan tolok ukur baru yang lebih
hemat sumber daya komputasi [16].

Penelitian ini menggunakan dua model embedding yang berbeda, yaitu model multibahasa berukuran besar
(Intfloat/Multilingual-E5-Large) dan model monolingual Indonesia berukuran kecil (LazarusNLP/All-Indo-E5-Small-Vy4),
untuk membandingkan pengaruh kapasitas dan orientasi bahasa terhadap performa sistem. Penelitian ini juga menerapkan 3
Large Language Model seperti Claude Haiku 3.5, GPT-40-mini, dan GPT-4.1-mini yang memiliki perbedaan arsitektur dan
kemampuan dalam menghasilkan jawaban kontekstual. Perbandingan berbagai kombinasi model tersebut dilakukan untuk
menilai bagaimana variasi embedding dan Large Language Model memengaruhi akurasi retrieval, relevansi jawaban
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generatif, dan efisiensi waktu respons pada chatbot pariwisata berbasis Retrieval Augmented Generation. Pada penelitian
sebelumnya hanya berfokus pada pengembangan chatbot wisata berbasis rule-based atau framework tertentu seperti Rasa,
tanpa mengeksplorasi kombinasi antara Large Language Model dan Retrieval Augmented Generation. Penelitian ini
dilakukan untuk mengevaluasi secara komparatif beberapa model bahasa besar yang diintegrasikan dengan dua jenis model
embedding dalam kerangka Retrieval Augmented Generation. Proses evaluasi difokuskan pada analisis kinerja tiap
konfigurasi model dalam menghasilkan respons chatbot panduan wisata yang sesuai dengan konteks pertanyaan dan
kebutuhan pengguna. Hasil penelitian ini memberikan gambaran mengenai konfigurasi model yang paling sesuai untuk
diterapkan pada pengembangan chatbot wisata di Indonesia.

I1. Metode

Penelitian ini menerapkan pendekatan eksperimen komparatif untuk mengevaluasi kinerja sistem Retrieval Augmented
Generation dalam pengembangan chatbot pariwisata kontekstual. Dengan menggunakan model embbeding yang sebelumnya
dijelaskan dan menggunakan tiga model bahasa besar yang bertujuan untuk mengidentifikasi perbedaan performa
antarkonfigurasi model. Proses evaluasi dilakukan menggunakan dataset yang memuat wisata di Banyumas dalam format
JSON. Tahapan penelitian meliputi empat proses dapat dilihat pada Gambar 1.

Pembuatan Dataset

J

Pra-pemrosesan Data

J

Implementasi RAG

J

Pengujian Performa

Figure 1. Tahapan Penelitian
1. Pembuatan Dataset

Dataset dalam penelitian ini disusun dari sejumlah sumber daring, termasuk situs resmi Pemerintah Kabupaten Banyumas
dan laman informasi pariwisata terkait. Pengumpulan data difokuskan pada atribut utama destinasi, seperti lokasi, harga
tiket, jam operasional, serta ragam aktivitas. Seluruh informasi tersebut selanjutnya dikonversi menjadi format JSON.
Format terstruktur ini dipilih agar data dapat dibaca oleh sistem Retrieval Augmented Generation saat melakukan pencarian
konteks jawaban.

2. Pra-pemrosesan Data

Pada tahap pra-pemrosesan, data JSON yang telah dibuat disesuaikan strukturnya agar dapat digunakan dalam sistem
Retrieval Augmented Generation. Setiap data destinasi wisata diperlakukan sebagai satu dokumen dan direpresentasikan
dalam bentuk objek Document pada framework LangChain. Informasi yang dimasukkan ke dalam setiap dokumen
difokuskan pada atribut utama destinasi wisata, seperti lokasi, deskripsi singkat, harga tiket, serta jam operasional dan
aktivitas yang tersedia. Tahapan ini dilakukan sebelum data dikonversi ke dalam bentuk vektor untuk kebutuhan proses
embedding.

3. Implementasi Retrieval Augmented Generation

Sistem retrieval augmented generation dibangun dengan memanfaatkan framework LangChain sebagai orkestrator dan
Pinecone sebagai basis data vektor. Kumpulan data yang telah melalui pra-pemrosesan ditransformasi ke dalam representasi
vektor melalui dua model embedding yang berbeda untuk analisis komparatif Intfloat/Multilingual-E5-Large dan
LazarusNLP/All-Indo-E5-Small-V4. Representasi vektor ini kemudian diindeksasi ke dalam basis data Pinecone,
memfasilitasi retrieval konteks berlatensi rendah berdasarkan similaritas semantik. Pipeline retrieval augmented generation
mengintegrasikan komponen retriever ini dengan tiga Large Language Models yang dievaluasi sebagai generator, antara lain
Claude Haiku 3.5, GPT-40-mini, dan GPT-4.1-mini. Hal ini dapat dilihat dari workflow pada gambar 2.
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Figure 2. Workflow Retrieval Augmented Generation [17]

Gambar 2 menunjukkan bahwa proses dimulai ketika sistem menerima query atau pertanyaan dari pengguna terkait
destinasi wisata. Selanjutnya, sistem melakukan tahap retrieval untuk menelusuri dan mengambil data pariwisata terstruktur
dalam format JSON dari basis data vektor Pinecone.

Alur kerja RAG standar, atau yang dikenal sebagai query based retrieval augmented generation, terbagi menjadi dua tahap
utama, yaitu indexing dan retrieval generation. Tahap indexing dilakukan secara offline, di mana data sumber baik
terstruktur maupun tidak terstruktur dibagi menjadi potongan-potongan informasi yang logis. Setiap chunk kemudian
diproses menggunakan text embedding model sebagai dense retriever untuk dikonversi menjadi representasi vektor yang
padat. Seluruh vektor hasil embedding disimpan dalam vector database yang telah terindeks guna mendukung proses
pencarian yang efisien. Tahap kedua, retrieval-generation, berjalan secara online ketika sistem menerima kueri pengguna.
Pada tahap ini, retriever mencari dan mengambil konteks yang paling relevan dari vector database berdasarkan makna
semantik kueri tersebut. Hasil retrieval kemudian digabungkan dengan pertanyaan asli pengguna untuk membentuk
composite input, yang selanjutnya diteruskan ke Large Language Model. Model ini kemudian menghasilkan respons akhir
berbasis konteks yang diperoleh [18].

4. Pengujian Performa

Tahap ini menilai efektivitas konfigurasi model dalam sistem Retrieval Augmented Generation. Pengujian dilakukan pada
kombinasi dua model dengan tiga model bahasa. Evaluasi sistem dilakukan dengan mempertimbangkan tiga aspek utama.
Aspek pertama adalah kinerja retrieval yang diukur menggunakan metrik precision, recall, dan Fi-score. Aspek kedua
mencakup kualitas generasi respons yang dievaluasi menggunakan BERTScore dan BLEU. Aspek terakhir berkaitan dengan
efisiensi respons, yang dinilai berdasarkan rata-rata kecepatan sistem dalam menghasilkan jawaban. Hasil pengujian ini
digunakan untuk menganalisis pengaruh variasi model terhadap akurasi pencarian, kualitas jawaban, dan efisiensi sistem
chatbot pariwisata berbasis Retrieval Augmented Generation. Pada tahap ini juga dilakukan analisis untuk menentukan
model yang paling efektif dan sesuai dalam sistem. Setiap hasil pengujian dibandingkan secara komparatif guna
mengidentifikasi konfigurasi model dengan performa paling optimal dalam menjawab pertanyaan terkait destinasi wisata.
Selain itu, dilakukan analisis deskriptif terhadap pola kesalahan, tingkat relevansi konteks, dan konsistensi jawaban
antarmodel untuk memperoleh gambaran komprehensif mengenai keandalan sistem yang dikembangkan.

II1. Hasil dan Pembahasan
A. Dataset

Dataset dalam penelitian ini mencakup 49 destinasi wisata di Kabupaten Banyumas yang disusun dalam format JSON
terstruktur. Setiap entri berisi informasi utama meliputi id, nama objek wisata, lokasi, deskripsi, harga tiket (dewasa dan
anak-anak), jam operasional, serta aktivitas utama yang dihimpun dari sumber resmi pemerintah daerah dan portal
pariwisata terpercaya dengan total kata sebesar 4765 kata. Dataset pada penelitian ini berperan sebagai sumber informasi
eksternal yang digunakan oleh sistem Retrieval Augmented Generation. Melalui dataset tersebut, komponen retriever
melakukan pencarian dan pemilihan informasi yang relevan sebagai dasar pembentukan respons chatbot. Pada tahap
pengujian, disusun sebanyak 215 pertanyaan yang merepresentasikan berbagai kebutuhan informasi wisata. Pertanyaan-
pertanyaan ini digunakan untuk menilai performa sistem pada setiap model, khususnya terkait ketepatan hasil retrieval,
kualitas teks yang dihasilkan, serta waktu respons.
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"baturraden”,
Lokawisata Baturraden™,
arangmangu, Baturraden”,
“deskripsi”: “Lokawisata Baturraden merupakan destinasi utama di kakli Gunung Slamet yang menawarkan taman rekreasi keluarga,)
"harga_tiket dewasa": "Rp2@.@00 ",

"harga_tiket_anak_anak": "Rple.eee",

“harga_tiket_weekend”: "Rp25.0e0 (dewasa), Rp12.5ee (anak)",

“jam_buka”: "7 AM",

“jam_tutup”: 7 PM",

“aktivitas utama”: "Rekreasi keluarga, Pemandian air panas, Bermain air, Taman bermain™

Figure 3. Sampel Dataset

B. Hasil Preprocessing Data

Preprocessing
id: e
Nama:
Lokasi:
Deskripsi:...
Data JSON Documents Vectors

Figure 4. Diagram Alur Preprocessing Data JSON menjadi Representast Vektor

Tahap pra-pemrosesan data dilakukan untuk mengubah kumpulan data wisata dalam format JSON menjadi representasi
dokumen yang dapat diproses oleh framework LangChain dan diindeks ke dalam basis data vektor Pinecone. Setiap entri
destinasi wisata yang terdiri atas atribut seperti id, nama, lokasi, deskripsi, aktivitas utama, harga tiket, serta jam
operasional, diubah menjadi objek Document yang berisi page_content dan metadata . Proses ini memastikan bahwa seluruh
data memiliki format yang seragam serta dapat dikonversi menjadi representasi vektor pada tahap embedding. Hasil pra-
pemrosesan menghasilkan 49 dokumen siap proses dengan struktur teks yang telah distandardisasi dan siap diintegrasikan
ke pipeline Retrieval Augmented Generation untuk tahap embedding dan retrieval.

C. Hasil Implementasi Retrieval Augmented Generation

Pada proses ini mencakup proses embedding, penyimpanan vektor, serta integrasi dengan model bahasa besar. Pada tahap
embedding, seluruh dokumen hasil pra-pemrosesan diubah menjadi representasi vektor berdimensi tinggi menggunakan dua
model embedding, yaitu Intfloat/Multilingual-E5-Large dan LazarusNLP/All-Indo-E5-Small-V4. Kedua model tersebut
dipilih untuk membandingkan pengaruh kapasitas dan orientasi bahasa terhadap akurasi pencarian konteks. Hasil
embedding selanjutnya diindeks ke dalam basis data vektor Pinecone, yang berfungsi sebagai vector store untuk mendukung
pencarian semantik (semantic similarity search) dengan latensi rendah. Proses ini memungkinkan sistem untuk menemukan
konteks yang paling relevan dari data wisata Banyumas berdasarkan pertanyaan pengguna sebelum tahap generatif dilakukan
oleh LLM. Adapun untuk model embbeding Intfloat/Multilingual-E5-Large menggunakan dimension 1024 sedangkan untuk
model embbeding LazarusNLP/All-Indo-E5-Small-V4 menggunakan dimension 384 bisa dilihat pada gambar 5.

chatbot-wisata-eSlarge ®

METRIC  DIMENSIONS  HOST

cosine 1024 https://chatbot-wisata-eSlarge-Onvmvwp.sve aped-4627-b74a.pinecone.io )

cLoun REGION TYPE CAPACITY MODE RECORD COUNT
aws AWS  us-east-1 [[J Dense  Serverless 49

all-indo-e5-small-v4 @

METRIC  DIMENSIONS  HOST
cosine 384 https://all-indo-e5 Il-v4 d-4627-b74a.pir o O

cLoun REGION TYPE CAPACITY MODE RECORD COUNT
s Aws  us-east-1 [ Dense  Serverless 49

Figure 5. Tampilan Antarmuka Vector Database
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Model embedding Intfloat/Multilingual-E5-Large memiliki dimension 1024, sedangkan LazarusNLP/All-Indo-E5-Small-V4
menggunakan dimension 384. Perbedaan dimensi ini merepresentasikan variasi kapasitas pemahaman semantik antar-
model. Dimensi tinggi memungkinkan penangkapan konteks yang lebih kompleks namun memerlukan sumber daya
komputasi lebih besar, sedangkan dimensi rendah lebih efisien meski berpotensi menurunkan akurasi pada konteks rumit.
Penggunaan kedua model ini bertujuan menilai pengaruh ukuran dimensi dan orientasi bahasa terhadap akurasi retrieval,
kualitas jawaban generatif, serta efisiensi waktu respons dalam sistem retrieval augmented generation chatbot pariwisata
kontekstual [19].

Record X

ID: 0428a871-709c-4aae-9e9b-476a7ae0a251
values: [0.0194050241, 0.0131208729, 0.0860824585, 0.0599916764, 0.00482448576, -...
metadata:
id: "baf"
lokasi: "Pandak, Karangsalam, Baturraden”
nama: "Baturraden Adventure Forest"
sumber: "/content/data-wisata.json"”
text: "\n Mama Wisata: Baturraden Adventure Forest\n Lokasi: Pandak, Karangsalam,
Baturraden\n Deskripsi: Baturraden Adventure Forest menghadirkan pengalaman
petualangan di tengah hutan pinus dengan aktivitas_utama seperti outbound, flying fox, dan
camping. Sangat cocok untuk wisata edukatif dan rekreasi keluarga.\n Aktivitas Utama:
Outbound, Flying fox, Camping, Wisata edukasi, Petualangan\n Harga Tiket: Dewasa Tidak
Ada, Anak Tidak Ada, Weekend Tidak Ada\n Jam Operasional: 8 AM sampai 5 PM\n "

Edit record

Figure 6. Sample data pada Pinecone Vector Database

Setelah proses embedding dan penyimpanan vektor, sistem diintegrasikan dengan tiga Large Language Models yang
berfungsi sebagai generator dalam pipeline Retrieval Augmented Generation. Integrasi dilakukan menggunakan framework
LangChain sebagai orchestrator antara retriever, model embedding, dan Large Language Models. Proses pencarian konteks
dilakukan melalui perhitungan cosine similarity pada basis data vektor Pinecone, di mana sistem mengambil satu dokumen
paling relevan untuk setiap pertanyaan pengguna. Hasil retrieval tersebut kemudian digunakan oleh Large Language Models
untuk menghasilkan jawaban berbasis konteks. Tampilan antarmuka vector database pada Gambar 6 memperlihatkan hasil
indexing dari salah satu data wisata Banyumas yang telah dikonversi ke dalam bentuk vektor.

Id Input Output
pancuran_ pitu aktivitas apa yang bisa “Aktivitas utama di Pancuran Pitu adalah pemandian air
dilakukan di pancuran panas dan relaksasi. Pengunjung bisa merendam tubuh
pitu? sambil menikmati udara pegunungan yang sejuk.”
pagubugan_melung pagubugan melung itu “Pagubugan Melung adalah sebuah desa wisata yang
apa? dan berapa harga berlokasi di Desa Melung, Kecamatan Kedungbanteng,
tiket masuknya ? Kabupaten Banyumas. Terletak sekitar 13 km dari pusat

Kabupaten Banyumas, lokasi ini dapat ditempuh dalam
waktu 30 menit menggunakan kendaraan bermotor.
Wisatawan dapat mengunjungi tempat ini untuk
rekreasi umum dengan tiket masuk dewasa seharga

Rp10.000.”
lembu_benggolo_farm harga tiket Lembu “Harga tiket Lembu Benggolo farm dan Resort adalah
Benggolo farm Resort Rp 5.000 untuk dewasa dan anak, termasuk pada akhir
berapa? dan jam pekan. Jam operasionalnya adalah dari 8 AM sampai 10
bukanya? PM.”

Data Referensi

Pancuran Pitu dikenal sebagai pemandian air panas dengan tujuh pancuran alami. Pengunjung bisa merendam tubuh
sambil menikmati udara pegunungan yang sejuk. Pagubugan Melung berada di Desa Wisata Melung, Kecamatan
Kedungbanteng, Kabupaten Banyumas. lokasinya kurang lebih berjarak 13 km dari pusat Kabupaten Banyumas.
Anda dapat menempuh perjalanan selama 30 menit dengan kendaraan bermotor untuk mencapai lokasi wisata
Pagubugan Melung. Tiket Dewasa Rp 10.000. Lembu Benggolo merupakan di tempat wisata yang memiliki daya
tarik mini zoo, yaitu terdapat banyak hewan- hewan seperti sapi, monyet, burung, kelinci, kelelawar, dan masih
banyak lagi, yang dapat digunakan untuk belajar anak-anak. Selain mini zoo, ada juga resto yang mengusung konsep
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saung-saung kecil dan joglo yang dapat digunakan untuk tempat istirahat dan pesan makanan. Untuk bisa masuk ke
area wisata, setiap pengunjung hanya perlu membayar tiket masuk sebesar Rp 5.000 saja. Namun jika ingin
menikmati wahana seperti rainbow slide ataupun ATV tentunya dikenakan biaya tersendiri.

Table 1. Hasil Uji Respon Chatbot terhadap Pertanyaan Wisata

Setelah sistem mampu menghasilkan respons yang kontekstual sebagaimana ditunjukkan pada Tabel 1, langkah selanjutnya
merupakan pengujian performa guna menilai efektivitas konfigurasi antara model embedding dan model bahasa besar dalam
arsitektur Retrieval Augmented Generation. Tujuan pengujian ini adalah untuk mengukur sejauh mana kombinasi model
tersebut dapat menghasilkan jawaban yang akurat, relevan, serta efisien dalam merespons pertanyaan terkait destinasi
wisata.

D. Pengujian Performa

Pengujian ini dilakukan untuk membandingkan hasil teks generasi dari tiga model bahasa besar dan dua varian model
embedding, nantinya setiap pertanyaan akan diujikan pada setiap model agar dapat melihat perbedaan hasil respon dan
ketepatan hasil kalimat dengan referensi datanya, waktu dan juga kualitas hasil teks generasinya.

Embedding LLM Precision Recall F1- BERTScore BLEU- Avg Latency
Model Score F1 2 (s)

Multilingual- GPT-40-Mini 1.0000 1.0000 1.0000 0.7512 0.1581 1.583

Es-Large

Multilingual- GPT-4.1-Mini 1.0000 1.0000 1.0000 0.7515 0.1594 1.555

Es-Large

Multilingual- Claude Haiku 1.0000 1.0000 1.0000 0.7428 0.0929 2.173

Es5-Large 3.5

All-Indo-E5- GPT-40-Mini 0.9628 0.9628 0.9628 0.7492 0.1570 1.438

Small-V4

All-Indo-E5- GPT-4.1-Mini 0.9628 0.9628 0.9628 0.7477 0.1466 1.279

Small-V4

All-Indo-E5- Claude Haiku 0.9628 0.9628 0.9628 0.7405 0.0926 1.928

Small-V4 3.5

Table 2. Perbandingan Kinerja Model Embedding dan LLM pada Sistem Retrieval Augmented Generation

Berdasarkan Tabel 2, hasil pengujian menunjukkan perbandingan kinerja berbagai kombinasi model embedding dan LLM
pada sistem Retrieval Augmented Generation. Secara keseluruhan, dapat diamati bahwa kombinasi model embedding
Multilingual-E5-Large dengan berbagai LLM menunjukkan performa yang superior dibandingkan dengan All-Indo-E5-
Small-V4, terutama pada metrik Precision, Recall, dan F1-Score yang mencapai nilai akurasi maksimal sebesar 1.0000.

Model Multilingual-E5-Large dengan Large Language Models GPT-40-Mini, GPT-4.1-Mini, dan Claude Haiku 3.5
menunjukkan konsistensi yang sangat baik dengan nilai Precision, Recall, dan Fi-Score dengan skor ketiganya sebesar
1.0000, mengindikasikan bahwa sistem mampu melakukan retrieval dan generasi jawaban dengan akurasi sempurna.
Namun, terdapat perbedaan signifikan pada metrik evaluasi kualitas teks yang dihasilkan. GPT-4.1-Mini menunjukkan
performa terbaik dengan BERTScore F1 sebesar 0.7515 dan BLEU-2 sebesar 0.1594, sedikit mengungguli GPT-40-Mini
BERTScore F1 dengan nilai 0.7512, sedangkan untuk BLEU-2 hasilnya 0.1581.

Pada hasil pengujian Claude Haiku 3.5 memperoleh skor BLEU-2 terendah sebesar 0.0929, sementara nilai BERTScore F1
yang dihasilkan berada pada angka 0.7428. Skor BLEU-2 yang relatif rendah menunjukkan bahwa kesamaan leksikal antara
teks hasil generasi dan referensi tidak terlalu tinggi. Sementara itu, dari aspek waktu respons, GPT-4.1-Mini menunjukkan
rata-rata latensi tercepat sebesar 1.555 detik, sedikit lebih cepat dibandingkan GPT-40-Mini yang mencatat waktu respons
sebesar 1.583 detik pada skenario pengujian yang sama. Sebaliknya, Claude Haiku 3.5 menunjukkan latensi paling tinggi
dengan rata-rata waktu respons 2.173 detik.

Model All-Indo-E5-Small-V4 meskipun menggunakan model embedding yang lebih kecil dan spesifik untuk bahasa
Indonesia, performa retrieval tetap menunjukkan hasil yang kompetitif dengan Precision, Recall, dan Fi1-Score sebesar
0.9628 untuk ketiga Large Language Models yang diuji. Pada model ini mengalami penurunan sekitar 0.0372 poin
dibandingkan Multilingual-E5-Large menunjukkan trade off antara ukuran model dan akurasi retrieval. Pada aspek kualitas
generasi, GPT-40-Mini memperoleh nilai BERTScore F1 tertinggi sebesar 0.7492, disusul oleh GPT-4.1-Mini dengan nilai
0.7477 dan Claude Haiku 3.5 sebesar 0.7405. Pola yang sama juga terlihat pada metrik BLEU-2, di mana GPT-40-Mini
mencatat skor 0.1570 dan GPT-4.1-Mini sebesar 0.1466, sementara Claude Haiku 3.5 menghasilkan skor yang lebih rendah,
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yaitu 0.0926.

Dari hasil pengamatan waktu respons, GPT-4.1-Mini menunjukkan latensi rata-rata paling rendah, yakni 1.279 detik, diikuti
oleh GPT-40-Mini sebesar 1.438 detik dan Claude Haiku 3.5 sebesar 1.928 detik. Secara komparatif, pemilihan model
embedding memberikan dampak lebih signifikan terhadap akurasi retrieval daripada pemilihan LLM, sebagaimana
ditunjukkan oleh nilai Precision, Recall, dan F1-Score yang konsisten dalam kelompok embedding yang sama.

Berdasarkan hasil pengujian, model Multilingual-E5-Large menunjukkan performa retrieval yang stabil pada seluruh
konfigurasi LLM yang diuji. Temuan ini mengindikasikan bahwa kapasitas representasi semantik pada model embedding
memiliki peran penting dalam menentukan ketepatan pencarian konteks.

Sementara itu, variasi model bahasa besar lebih memengaruhi karakteristik teks yang dihasilkan serta efisiensi komputasi.
Pada pengujian ini, GPT-4.1-Mini mencatat nilai BERTScore dan BLEU-2 yang lebih tinggi disertai dengan waktu respons
yang lebih rendah dibandingkan model lain dalam kelompok pengujian.

Pada model Claude Haiku 3.5, skor BLEU-2 yang diperoleh tergolong rendah. Namun, rendahnya skor tersebut tidak berarti
bahwa jawaban yang dihasilkan tidak tepat, sebaliknya, jawaban yang diberikan sudah sesuai dengan referensi, meskipun
urutan kalimatnya tidak sepenuhnya sama, hasilnya terdengar lebih alami dan tidak terkesan kaku. Hal ini terlihat dari
BERTScore yang lebih tinggi, yang menunjukkan bahwa jawaban tersebut sangat mendekati referensi meskipun strukturnya
berbeda. Dari sisi praktis GPT-40-Mini juga dapat dipertimbangkan sebagai alternatif karena efisiensi biaya operasionalnya,
meskipun aspek ini tidak dievaluasi secara kuantitatif dalam pengujian.

IV. Kesimpulan

Hasil penelitian menunjukkan bahwa pemilihan model embedding memberikan pengaruh yang paling signifikan terhadap
tingkat akurasi proses retrieval dalam sistem RAG. Model Intfloat/Multilingual-E5-Large menunjukkan kinerja paling unggul
dengan pencapaian nilai Precision, Recall, dan F1-Score sempurna 1.0000, melampaui model All-Indo-E5-Small-V4 yang
memperoleh nilai 0.9628 pada ketiga metrik tersebut. Sementara itu, pemilihan Large Language Model berperan dominan
dalam menentukan kualitas keluaran teks yang diukur melalui metrik BERTScore dan BLEU-2, serta efisiensi waktu respons
sistem. Konfigurasi paling optimal diperoleh pada kombinasi Multilingual-E5-Large sebagai embedding dan GPT-4.1-Mini
sebagai LLM, yang menghasilkan keseimbangan ideal antara akurasi sempurna, kualitas generatif tertinggi (BERTScore F1 =
0.7515 dan BLEU-2 = 0.1594), serta latensi terendah (1.555 detik). Dengan demikian, integrasi kedua model tersebut dapat
direkomendasikan sebagai konfigurasi paling efektif untuk implementasi arsitektur retrieval augmented generation pada
pengembangan chatbot pariwisata. Penelitian selanjutnya dapat menambah multiple question mengingat pada penelitian ini
masih menggunakan single question dan melakukan pengujian ulang apakah dengan multi question akan menghasilkan hasil
yang lebih optimal dan tinggi.
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